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aptations. Here we report the first comprehensive data set 
from low-frequency NL in the barn owl and compare it to 
data from other avian and mammalian studies. Our data are 
consistent with a delay line model, so differences between 
ITD processing systems are more likely to have originated 
through divergent evolution of different vertebrate groups. 

 © 2015 S. Karger AG, Basel 

 Introduction 

 Interaural time differences (ITD) originate when a 
sound comes from one side of the head, arriving at the 
ipsilateral ear before the contralateral one. Animals and 
humans rely on ITD for localization of sounds on the hor-
izontal plane and are able to detect ITD of only a few mi-
croseconds [Joris and Yin, 2007]. 

  Neurons in the nucleus laminaris (NL) in birds and the 
medial superior olive (MSO) in mammals first encode 
ITD in the ascending auditory system. They act as coin-
cidence detectors, firing maximally when the phase of the 
inputs from both ears is the same [Goldberg and Brown, 
1969; Carr and Konishi, 1990]. In order to ‘tune’ a neuron 
to a specific ITD, a multitude of mechanisms was sug-
gested that delay the input from one side, thus creating a 
transmission time mismatch that is compensated for by 
the matching acoustic ITD [reviewed in Vonderschen 
and Wagner, 2014]. These mechanisms include differ-
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 Abstract 

 Localization of sound sources relies on 2 main binaural cues: 
interaural time differences (ITD) and interaural level differ-
ences. ITD computing is first carried out in tonotopically or-
ganized areas of the brainstem nucleus laminaris (NL) in 
birds and the medial superior olive (MSO) in mammals. The 
specific way in which ITD are derived was long assumed to 
conform to a delay line model in which arrays of systemati-
cally arranged cells create a representation of auditory space, 
with different cells responding maximally to specific ITD. 
This model conforms in many details to the particular case 
of the high-frequency regions (above 3 kHz) in the barn owl 
NL. However, data from recent studies in mammals are not 
consistent with a delay line model. A new model has been 
suggested in which neurons are not topographically ar-
ranged with respect to ITD and coding occurs through as-
sessment of the overall response of 2 large neuron popula-
tions – 1 in each brainstem hemisphere. Currently available 
data comprise mainly low-frequency (<1,500 Hz) recordings 
in the case of mammals and higher-frequency recordings in 
the case of birds. This makes it impossible to distinguish be-
tween group-related adaptations and frequency-related ad-
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ences in the length and/or myelination of input axons 
[Jeffress, 1948; Cheng and Carr, 2007; Seidl et al., 2010, 
2014], precisely timed inhibition [Brand et al., 2002; 
Grothe et al., 2010], cochlear delays [Shamma et al., 1989; 
Day and Semple, 2011], asymmetric synaptic rise times 
[Jercog et al., 2010], asymmetric spectrotemporal tuning 
of left and right inputs [Fischer et al., 2011], and dynam-
ic changes at the coincidence detection stage itself [Fran-
ken et al., 2015].

  Data from birds support a time delay system of axonal 
delay lines first suggested by Jeffress [1948] that creates a 
topographic array of NL neurons, each responding max-
imally to sounds from a specific ITD and together form-
ing a map of azimuthal space [reviewed in Ashida and 
Carr, 2011]. Data from mammals have resulted in an al-
ternative model in which neurons from a given frequency 
band in the MSO respond maximally to a contralaterally 
leading ITD that lies outside the naturally heard range 
(defined by the animal’s head size). This places the slope, 
rather than the peak, of the response curve in the natural 
ITD range. In addition, neurons in a given tonotopic 
band have nearly identical response curves, and deriva-
tion of a specific azimuthal location then requires a com-
parison of activity levels between the 2 brainstem hemi-
spheres. This ‘2-channel model’ has been suggested to 
rely on phase delays created through precisely timed in-
hibition [reviewed in Grothe et al., 2010].

  The intuitive conclusion from these findings is that 
birds and mammals have evolved different ITD-pro-
cessing mechanisms [Grothe and Pecka, 2014]. How-
ever, the work by Harper and colleagues [Harper and 
McAlpine, 2004; Harper et al., 2014] on optimal ITD-
coding strategies opened up a different interpretation, 
suggesting that animal head size and the frequency range 
of coding may be the primary factors that determine the 
neural code. This can be tested by examining the neural 
organization in the relevant nuclei as a function of fre-
quency. The barn owl is a prime candidate to address 
this question. The Jeffress type mechanism it uses for 
high-frequency ITD coding in the NL is well character-
ized, undisputed, and consistent with the model predic-
tion by Harper and McAlpine [2004]. However, at fre-
quencies below 3 kHz, this place code model is no longer 
the clearly optimal solution, and below 800 Hz a change 
to a population code model was predicted. Low-fre-
quency data are scarce for the barn owl [Wagner et al., 
2002, 2007; Carr and Köppl, 2004; Cazettes et al., 2014]. 
The aim of the present study was to obtain in-vivo re-
cordings from the low-frequency region of the NL to test 
predictions of optimal coding.

  Materials and Methods 

 Experimental Animals and Preparation 
 We report data from 11 adult European barn owls  (Tyto alba)  

of both sexes and aged between 4 and 17 months. All protocols and 
procedures were approved by the authorities of Lower Saxony, 
Germany (permit No. AZ 33.9-42502-04-11/0337). Animals were 
anesthetized with an initial dose of ketamine (10 mg/kg) and xyla-
zine (3 mg/kg) via intramuscular injection. Smaller doses of ket-
amine and xylazine were administered periodically to maintain 
anesthesia. The depth of anesthesia was constantly monitored via 
EKG recordings using intramuscular needle electrodes in a wing 
and in the contralateral leg. Cloacal temperature was monitored 
and maintained stable at 39   °   C using a homeothermic blanket sys-
tem (Harvard Apparatus). The head was firmly held by cementing 
the skull to a small metal plate connected to a stereotaxic frame 
(Kopf Instruments, Tujunga, Calif., USA). The skull was opened 
and the cerebellum aspirated on one side to expose the surface of 
the brainstem for electrode placement, as guided by visual land-
marks.

  Electrophysiology and Definition of Recording Types 
 Recordings were obtained with borosilicate microelectrodes 

(1.2 mm outer diameter and 0.69 mm inner diameter) filled with 
either 2  M  sodium acetate or artificial cerebrospinal fluid (138 
m M  NaCl, 2.5 m M  KCl, 2.5 m M  CaCl 2 , 1 m M  MgCl 2 , 10 m M  
HEPES, and 26 m M  glucose). Some electrodes were additionally 
loaded with 5% tracer (10,000 MW dextran labeled with Texas 
Red). Typical electrode impedances were between 10 and 20 MΩ. 
Electrodes were positioned under visual control and then ad-
vanced into the brainstem remotely using a piezoelectric motor 
(Burleigh Inchworm). Electrodes were connected to an Intra 767 
electrometer (World Precision Instruments, Sunnyvale, Calif., 
USA).

  In early experiments (2 owls), the electrometer was followed by 
a PC1 spike preconditioner (Tucker Davis Technologies, Alachua, 
Fla., USA) which amplified and band pass filtered (300–10,000 Hz) 
the recording. A spike discriminator (SD1; Tucker Davis Tech-
nologies) converted neural impulses into transistor-transistor log-
ic pulses for an event timer (ET1; Tucker Davis Technologies), 
which recorded the timing of the pulses. In parallel, the analog 
waveforms were fed into a personal computer via an analog-to-
digital converter (DD1; Tucker Davis Technologies) with a sam-
pling rate of 48 kHz and a 16-bit resolution. In later experiments, 
we used a different hardware configuration. The PC1 spike pre-
conditioner was kept in order to provide amplification, but the 
signal was then passed through a Hum Bug (Quest Scientific In-
struments Inc., North Vancouver, B.C., Canada) and into a TDT 
RX6 multifunction processor. Band pass filtering (50–10,000 Hz) 
and spike detection were carried out after the signal had been con-
verted from analog to digital (48-kHz sampling rate, 24-bit resolu-
tion) using a custom Matlab (vR2012b; MathWorks, Natick, Mass., 
USA) script. 

  Single-unit recordings are difficult to obtain in NL and MSO 
due to the small and variable amplitude of the spikes from neuro-
nal somata [Scott et al., 2005; Funabiki et al., 2011] and the pres-
ence of a strong field potential, i.e. the neurophonic [Tsuchitani 
and Boudreau, 1964; Sullivan and Konishi, 1986]. In order to im-
prove unit isolation, we used the loose-patch technique described 
by Peña et al. [1996]. For this, a 5-ml glass syringe was connected 
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to the electrode and a slight positive pressure (corresponding to
1 ml) was maintained while advancing the electrode in order to 
keep its tip clean. When spikes were detected and the presence of 
a nearby cell was suspected, the positive pressure was released and, 
if judged necessary, a small negative pressure was applied. On 
many occasions, this technique greatly improved the isolation of 
spikes. Subthreshold events were, however, never clearly ob-
served. Well-isolated single units could be held for 20 or more 
minutes, allowing the full range of measurements. However, sta-
bility was a concern, especially for single units, and isolation could 
be and was lost without warning. The practical result of this is that 
the more time-consuming measurements [characteristic delay 
(CD) and characteristic frequency (CF) measurements] could not 
always be recorded. 

  The type of recording (single unit, multiunit, or neurophonic) 
was finally defined offline using the recorded analog data. This also 
defined the response metric analyzed. Traces were classified as 
spike recordings when they presented consistent action potentials 
that rose above the background noise and that allowed for flagging 
using a fixed threshold. Single units were defined as showing no or 
only very few interspike intervals of 1 ms or below, i.e. within the 
refractory period. In 2 of 19 single units, the spike sorting script 
‘wave_clus’ created by Quiroga et al. [2004] and available from 
https://vis.caltech.edu/~rodri/Wave_clus/Wave_clus_home.htm 
was used to separate the response of a single unit within a multiunit 
spike recording. All responses were tested for a significant neuro-
phonic component using the method described by Köppl and Carr 
[2008]. 

  Stimulus Generation and Calibration 
 All recordings were performed in a double-walled sound-atten-

uating chamber (Industrial Acoustics Corporation, Winchester, 
UK). Closed, custom-made sound systems were inserted into both 
ear canals for controlled stimulation. These systems consisted of 
small earphones (Yuin PK3, Sony MDR-E818) and miniature mi-
crophones (Knowles TM-3568, EM-3069, or FG-23329) calibrated 
using a Brüel and Kjaer microphone (4134; Naerum, Denmark) as 
the reference. Sound pressure levels (SPL) were then individually 
calibrated for each ear. 

  Sound stimuli could be monaural or binaural and were gener-
ated separately for both channels by custom-written software and 
a signal-processing device (AP2 or RX6; Tucker Davis Technolo-
gies). Stimuli were fed into the earphones via D/A converters (DD1 
or RX6; Tucker Davis Technologies), antialiasing filters (FT6-2 or 
RX6; Tucker Davis Technologies), and attenuators (PA4 or PA5; 
Tucker Davis Technologies). All stimuli had a total duration of 50 
ms, including 5-ms ramps, and were presented with an interstim-
ulus interval of 120 ms.

  Data Collection Protocols and Analysis 
 The best frequency (BF), i.e. the frequency that evoked the larg-

est response, was determined by presenting a wide range of fre-
quencies at a fixed SPL of 0–20 dB above the threshold as estimat-
ed audiovisually. This test was usually run with identical binaural 
stimulation; in some cases, however, monaural BF curves were run 
separately. Randomly inserted silent trials were used to determine 
the spontaneous rate. 

  To obtain an estimate of the threshold and the response satura-
tion level, monaural rate-level curves were run at a frequency close 
to the BF.

  Frequency Threshold Curves and CF 
 Frequency threshold curve (FTC) data were always obtained 

monaurally. Responses were recorded into a randomly presented 
matrix of frequencies and SPL, in steps of typically 100 Hz and
5 dB, and over a range of typically 1 kHz and 50 dB. FTC were in-
terpolated from this response matrix after smoothing with a lo-
cally weighted algorithm [Köppl, 1997]. For spike recordings, the 
threshold was defined as a response about 20 spikes/s above the 
spontaneous rate as determined from randomly inserted silent tri-
als. For neurophonic data, the lowest criterion that gave a coherent 
curve was used. The frequency at which the criterion response was 
reached at the lowest SPL defined the CF, and the corresponding 
SPL defined the threshold at the CF. We also derived, when pos-
sible, the Q 10 dB  and Q 40 dB .

  Best ITD and Interaural Phase Difference 
 The best ITD is the ITD that evokes the largest response. The 

range of tested ITD was ±1 period at or near the BF, in steps of one 
tenth of a period. The SPL was typically fixed at 0–20 dB SPL above 
the threshold. For spike recordings, the mean rate was derived at 
each ITD tested; for neurophonic recordings, we determined the 
average analog amplitude. A criterion that defined significant re-
sponse modulation with ITD, i.e. the presence of ITD selectivity, 
was adopted from Köppl and Carr [2008]. Responses that fulfilled 
this criterion were fitted with a cosine function at the stimulus fre-
quency to determine the best ITD and the best interaural phase 
difference (IPD). The best ITD was  defined as the ITD closest to 
0 μs ITD that elicited a maximum response.

  Characteristic Phase and CD 
 The characteristic phase (CP) and CD were derived by per-

forming ITD tests at several different frequencies for the same unit 
or neurophonic site. Three to 7 frequencies were used, covering a 
range of 300–600 Hz around the CF. We determined the best IPD 
for each frequency as described above and entered them into a lin-
ear regression of best IPD as a function of frequency [Yin and Ku-
wada, 1983]. The y-intercept of this regression corresponds to the 
CP, and the slope corresponds to the CD. CP values were collapsed 
into a single cycle (–0.5 to 0.5). 

  Labeling and Histology 
 Labels were placed iontophoretically at selected recording sites 

by passing a positive DC current through the electrode. The cur-
rent amplitude and duration varied between 5 and 500 nA and 
between 1 and 30 min, respectively. This large variation is due to 
experimentation to find a set of parameters that resulted in small, 
specific labels. The set of parameters that yielded the best results 
was 20 nA for 5 min. At the conclusion of the experiment, the 
animal was perfused transcardially with 4% paraformaldehyde in 
phosphate-buffered saline in order to fix the tissue. The brain was 
extracted and blocked, and the brainstem was cryoprotected by 
immersion in 30% sucrose in phosphate-buffered saline for 48 h. 
Fifty-micrometer sections were cut using a cryostat (Leica CM 
1950; Leica Biosystems, Wetzlar, Germany) and mounted in 
Vectashield. Any fluorescent labels were then detected and docu-
mented using a Nikon Eclipse 90i epifluorescence microscope with 
a digital camera attached. After that, sections were remounted and 
dried on gelatinized slides, counterstained with cresyl violet, dehy-
drated, and permanently coverslipped with DPX. All sections con-
taining NL were then photographed under standard bright-field 
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illumination. The distance between the medial edge of the NL and 
the midline, as well as the mediolateral extent of the NL, was mea-
sured by carefully following the nucleus’ shape in each section. We 
distinguished medial, caudolateral, and intermediate ‘fold’ regions 
[after Köppl and Carr, 1997] ( fig. 1 ). These measurements were 
used to create a flattened reconstruction of the NL and to represent 
the locations of labeled sites in normalized coordinates on the cau-
dorostral, mediolateral, and dorsoventral axes ( fig. 1 ).

  Results 

 We report a total of 129 recordings from barn owl NL, 
19 of which were extracellular single-unit recordings 
( fig.  2 a), 10 of which were spike multiunit recordings 
( fig. 2 b), and 100 of which were neurophonic recordings 
( fig. 2 c). An example of each type of recording is shown in 
 figure 2 . The neurophonic is an extracellular field poten-
tial that mimics the input signal [Tsuchitani and Bou-

dreau, 1964; Weinberger et al., 1970]. This neurophonic 
potential is unusually strong in the barn owl NL [Sullivan 
and Konishi, 1986]. The BF recorded ranged from 100 to 
3,571 Hz, and 80% (including all single- and multiunit 
spike recordings) were below 3,000 Hz. These can be con-
sidered low frequencies for the owl, since these frequen-
cies are not represented in the main (medial) body of the 
NL but are rather in its folded and caudolateral regions. 
Thirty-five percent of the recordings corresponded to fre-
quencies at or below 800 Hz, which is the approximate 
transition frequency where a change to a 2-channel mod-
el was predicted by Harper and McAlpine [2004]. 

  Similarity of Neurophonic and Spike Responses at the 
Same Site 
 The presence of a strong neurophonic response was 

consistent throughout all of the recorded regions. The 
neurophonic was well modulated as a function of the ITD 

  Fig. 1.  Histological cross-section of the owl’s brainstem, explaining 
the definition of the subregions and anatomical axes of the NL used 
to normalize the positions of the labeled sites. Dorsal is to the top, 
and lateral is to the left. A cresyl-violet-stained bright-field image 
was overlaid with an epifluorescent image of the same section, 
showing a fluorescent label (yellow, with an arrow pointing to it) 
at a recording site within the NL. The BF at this site was 400 Hz. 
The entire mediolateral axis of the NL is traced by a line drawn grey 
in its medial, high-frequency region, black in the folded region, 
and purple in the caudolateral, low-frequency region [definition of 
these regions is after Köppl and Carr, 1997]. The mediolateral co-
ordinate of the labeled sites was normalized as a percentage along 

this purple line in each individual section (in this example, 45% 
from the lateral edge). Note that this coordinate system virtually 
flattens the curved outline of the NL such that the dorsal tip of the 
purple line is defined as the lateral edge. Accordingly, the dorso-
ventral axis is then defined orthogonal to the purple line and cor-
responds to the thickness of the cellular layer of the NL, in line with 
the common definition for the medial, high-frequency region of 
the NL [e.g. Takahashi and Konishi, 1988]. Finally, the caudoros-
tral position of the labeled sites was normalized to the distance 
determined from the total number of sections containing NL in the 
respective brain.  
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a

b

c

  Fig. 2.  Example single traces of recordings from a single unit (100-Hz BF,  a ), a multiunit spike recording (250-Hz 
BF,  b ), and a neurophonic recording (333-Hz BF,  c ). The dashed lines indicate the stimulus window.  
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when the electrode was judged to be inside the cellular 
region of the nucleus. To test how well neurophonic re-
sponses reflected the local neural activity, we analyzed 12 
cases of paired recordings where spikes and neurophon-
ics were obtained with the same electrode in close prox-
imity (within 0–150 μm of each other). We determined 
any mismatch between their best IPD and BF ( table 1 ). 
The best IPD (as opposed to the best ITD) was chosen to 
account for the difference in period and thus maximize 
comparability across sites of very different BF. The BF of 
the 12 paired recording sites ranged from 100 to 3,500 Hz. 
Six pairs had best IPD mismatches of 0.1 cycles or less. 
The remaining 6 had best IPD mismatches between 0.14 
and 0.38. These larger IPD mismatches were more often 
seen at low-frequency (<500 Hz) recording sites than at 
high-frequency ones (4/7 and 2/5, respectively). Record-
ing sites below 500 Hz also showed larger mismatches 
between spike and neurophonic BF, i.e. up to 63% of the 
ipsilateral CF. We suggest that the increased probability 
of an appreciable mismatch is due to the higher neuron 
density in low-frequency regions of the NL [Köppl and 
Carr, 1997]. 

  CF, Thresholds, and Tuning 
 CF values ranged from 150 to 3,500 Hz. Thresholds 

were variable, ranging from 13 to 57 dB SPL ( fig. 3 a). The 
sharpness of tuning, as measured by the Q 10 dB , ranged 
from 1.5 to 15, with slightly lower values at low frequen-
cies ( fig. 3 b). The spontaneous rate of single units ranged 
from 4 to 200 spikes/s ( fig.  3 c). Ipsi- and contralateral 

thresholds and Q 10 dB  values were not significantly differ-
ent (Wilcoxon’s signed-rank test, p = 0.767 and p = 0.794, 
respectively, n = 25 for the threshold and n = 10 for the 
Q 10 dB ). There were, however, significant mismatches be-
tween the CF obtained with ipsi- and contralateral stimu-
lation (Wilcoxon’s signed-rank test, p = 0.049, n = 26). 
The extent of these CF mismatches is shown in  figure 4 a, 
expressed as a percentage of the ipsilateral CF. We ex-
plored whether these differences in CF had any predictive 
value regarding the best ITD. For this, group delay data 
from the auditory nerve of the barn owl [fit shown in 
fig. 10A of Köppl, 1997] were used to predict the latency 
difference due to the CF mismatch and compare it to the 
best ITD for that particular recording site ( fig. 4 b). There 
was no correlation between the two (Spearman’s rank 
correlation, p = 0.156, n = 22). Indeed, not even the sign 
of the CF difference consistently predicted the correct 
side leading.

  Best ITD and IPD Distribution 
 Best ITD values ranged from 0 to 5,000 μs contralater-

ally leading and to –1,000 μs ipsilaterally leading. There 
was a bias towards contralaterally leading ITD, consistent 
with previously reported data, especially at lower fre-
quencies ( fig. 5 a). The range of ITD represented clearly 
increased with decreasing frequency. Harper and McAl-
pine [2004] defined 3 frequency ranges with different pre-
dicted optimal systems for the barn owl given its head 
size: >3,000 Hz (Jeffress-like place code predicted as op-
timal), 800–3,000 Hz (ambiguous), and <800 Hz (2-chan-

 Table 1.  Comparison of neurophonic and spike recordings obtained in close proximity

Distance, 
μm

Spike recording Neurophonic recording Frequency 
difference, 
Hz

Best ITD 
difference, 
μs

Phase 
difference, 
cyclesfrequency, 

Hz
best ITD, 
μs

freque ncy, 
Hz

best ITD, 
μs

0 100 1,232 100 5,000 0 3,768 0.38
120 200 1,185 450 1,050 250 135 0.23
150 333 900 400 259 67 641 0.20
150 333 935 400 1,000 67 065 0.09

0 400 1,475 333 900 67 575 0.29
70 500 –500 500 –600 0 100 0.05

0 714 420 714 280 0 140 0.01
0 1,176 –35 1,176 085 0 050 0.14
0 1,250 149 1,250 –80 0 229 0.29
0 2,000 174 2,000 150 0 024 0.05
0 2,632 197 2,632 190 0 7 0.02
0 3,448 –16 3,448 –29 0 13 0.04

Values in bold represent single units. 
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a b

c

  Fig. 3.   a  Threshold (mean of ipsi- and contralateral when available, 
and ipsi- or contralateral value when only one of them was avail-
able) as a function of frequency (CF or BF or audiovisually deter-
mined BF, in this order of priority).  b  Q 10 dB  values (mean of ipsi- 

and contralateral when available, and ipsi- or contralateral value 
when only one of them was available) as a function of frequency 
(defined as in  a ).  c  Single-unit spontaneous rate as a function of 
frequency. 
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nel population code predicted as optimal).  Figure 5 c 
shows the median and range of best ITD values within 
these 3 frequency ranges for the different recording types. 
There were no significant differences between recording 
types in any of these frequency ranges (Kruskal-Wallis 
test, p > 0.07 in all cases); therefore, the lumped distribu-
tion is also shown in  figure 5 d. 

  Best IPD values generally ranged from –0.5 to 0.5 
( fig. 5 b). We found only 3 best IPD values outside the pi 
limit, a range corresponding to half the period of the stim-
ulus frequency and equivalent to the maximum best ITD 
that can be generated using phase delays [Vonderschen 
and Wagner, 2014]. The distribution of best IPD was ho-
mogeneous, with no clear clustering around specific val-
ues at different frequencies and no frequency-dependent 
distribution across all frequencies ( fig. 5 b). There were no 
significant differences between recording types in any of 
the frequency ranges (Kruskal-Wallis test, p > 0.27 in all 
cases).

  Due to the nature of ITD sensitivity, neural response 
modulation is cyclical. Thus, with our usual ITD testing 
range of ±1 period of the stimulus frequency, we expected 
to see 2 response maxima – one of which would usually 
lie in the ipsilaterally leading range of ITD and the other 
which would be in the contralaterally leading range. This 
causes the best ITD and IPD values to be ambiguous, 
since it cannot be resolved which of the 2 possibilities tru-
ly corresponds to the ITD conveyed by the neuron’s in-
puts. For our analysis, we took the peak closest to 0 as the 
physiologically relevant one. However, only additional 
measurements such as taking responses at several differ-
ent frequencies and determining the common CD (see 
Materials and Methods) can truly resolve this ambiguity. 
Among our 129 recording sites, 33 were extensively tested 
in this way (an example shown in  fig. 6 ). Of those, only 2 
cases emerged in which the disambiguated response max-
imum was  not  the one closest to 0. 

  CP and CD 
 The relationship between phase and frequency can 

usually be expressed using a linear equation (an example 
is shown in  fig. 6 c). The slope of this equation is the CD 
and the y-intercept is the CP. Pure time-delay systems like 
the Jeffress model are expected to show CP close to 0 or 
1. Other values indicate that there is some phase delay 
contribution [Vonderschen and Wagner, 2014]. 

  The distribution of CD values was very similar to the 
best ITD distribution in that it was strongly contralater-
ally biased, it was distributed homogeneously, and it 
showed a greater spread at lower BF ( fig. 7 a). Phase-fre-

a

b

  Fig. 4.   a  CF mismatch, expressed as a percentage of the ipsilateral 
CF, as a function of the mean CF. The dashed line marks the 0 
value, i.e. no mismatch.  b  Comparison between the best ITD pre-
dicted by the CF mismatches and the actually measured best ITD. 
The dashed lines mark the 0 values.       
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quency relations were quite diverse ( fig. 7 b). Twenty of 31 
cases showed a CP close to 0 or 1 (within ±0.15, indicated 
by the dashed lines in  fig. 7 b), which indicates a CD close 
to the peaks of the ITD curves. Seven cases showed inter-
mediate CP, indicating that the CD occurred at some 
point along the slopes of the ITD curves. Lastly, 4 of 31 

cases had CP values close to 0.5 (within ±0.15), which in-
dicates that the CD occurred near the troughs of the ITD 
curves. The distribution of CP did not seem to depend on 
the frequency. There were no significant differences in 
CD or CP between the recording types (Kruskal-Wallis 
test, p > 0.14 in all cases).

a b

c d

  Fig. 5.   a  Best ITD as a function of stimulus frequency. Best ITD is 
shown normalized such that positive values represent contralater-
ally leading stimuli and negative ones represent ipsilaterally lead-
ing stimuli. The solid lines represent the pi limit; 0 ITD is high-
lighted by a dotted line. Vertical dashed lines divide the <800, 800–
3,000, and >3,000 Hz frequency ranges.  b  Best IPD as a function of 
stimulus frequency. Best IPD is also shown normalized and 0 IPD 
is highlighted by a dotted line. Vertical lines divide the <800, 800–
3,000, and >3,000 Hz frequency ranges. In addition, closed sym-

bols represent unambiguous values where the laterality was veri-
fied by determining the common CD across a range of frequencies 
(e.g. in fig. 6); open symbols represent ambiguous values.  c ,  d  Box 
plots of best ITD values within the <800 (n = 41), 800–3,000 (n = 
62), and >3,000 Hz (n = 25) frequency ranges. Boxes show inter-
quartile ranges with the median indicated by a line, and whiskers 
represent maximum and minimum values.  d  All of the recording 
types combined for each of the 3 frequency ranges.       
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a

b

c

  Fig. 6.  Example of a set of multiple ITD curves used to determine 
the CD of a single unit with a BF of 300 Hz, a CD of 387 μs contra-
laterally leading, and a CP of –0.02.  a  Mean discharge rate as a 
function of the ITD for each of the tested frequencies (250–500 Hz 

in 50-Hz steps).  b  Cosine fits for each of the tested frequencies.
 c  Resulting phase-frequency plot, fit with a linear regression. The 
slope of this fit is the CD and the Y-intercept represents the CP.           
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  Anatomical Position of the Labeled Recording Sites 
 A total of 7 recording sites from 5 different NL were 

confirmed by labeling and all were located in the caudo-
lateral, low-frequency region of the NL (see  fig. 1  for def-
inition of the regions). In the cases where 2 sites were la-
beled in the same NL, relative entry points of the respec-
tive electrode penetrations were used to unambiguously 
assign the 2 labels. Four labels were deposited at sites 
where a single unit had been recorded; the label, however, 
was extracellular in all cases and radiated over 18–240 μm 
around the injection center. 

  Our data showed no significant correlations between 
the best ITD and the caudorostral or dorsoventral coordi-
nates of the label (Spearman’s rank correlation, all p > 
0.05, n = 7). However, the mediolateral coordinate showed 
a significant correlation with the best ITD (Spearman’s 
rank correlation, p = 0.003, correlation coefficient ρ = 
–0.93, n = 7;  fig. 8 ). The best ITD decreased with the dis-
tance from the tip of the caudolateral portion, i.e. more 
medial positions showed smaller best ITD. Regarding 
tonotopic organization, we found 2 weak (not statistically 
significant) trends in the caudorostral and mediolateral 
axes, with the frequency increasing rostrally and laterally.

a

b

  Fig. 7.   a  CD plotted as a function of the stimulus frequency closest 
to the BF. CD is shown normalized such that positive values rep-
resent contralaterally leading stimuli and negative ones represent 
ipsilaterally leading values. Different symbols represent different 
types of recordings, as in figure 3. Solid lines represent the pi lim-
it; 0 CD is highlighted by a dashed line. Vertical dashed lines divide 
the <800, 800–3,000, and >3,000 Hz frequency ranges.  b  Histo-
gram showing the CP distribution, with a bin width of 0.05 cycles. 
Dashed lines highlight the range of ±0.15 cycles around 0.              

  Fig. 8.  Best ITD recorded immediately before dye iontophoresis as 
a function of the position of the recovered label. Position is ex-
pressed as a fraction of the distance from the tip (i.e. lateral edge) 
along the caudolateral, low-frequency region of the NL (refer to 
the purple line in fig. 1).                 
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  Discussion 

 The data reported here constitute the first comprehen-
sive data set of in vivo   recordings from the lower frequen-
cy regions of the barn owl NL. Their relevance is 2-fold. 
First, they allow a more direct comparison of the physiol-
ogy of the barn owl NL with the mammalian MSO, since 
they cover an overlapping frequency range. Second, they 
allow us to examine which of the existing ITD-processing 
models is supported best. We first discuss a technical 
point regarding the validity of including neurophonic re-
cordings in addition to unit recordings. We then argue 
that the data are consistent with previous studies in both 
owls and other birds and they therefore provide no evi-
dence for a fundamental change in ITD coding between 
low and high frequencies in the barn owl. 

  Validity of the Neurophonic as a Proxy for NL 
Responses 
 Neurophonic responses in the NL and MSO show a 

clear ITD sensitivity [Wernick and Starr, 1968; Sullivan 
and Konishi, 1986] and thus reflect the defining charac-
teristic of NL and MSO neurons. Direct, empirical com-
parisons between local neurophonic and unit responses 
are rare but have shown good correspondence [Köppl 
and Carr, 2008]. However, the source of the neurophonic 
is not entirely clear and very probably differs depending 
on morphological organization [Kuokkanen et al., 2010; 
McLaughlin et al., 2010; Goldwyn et al., 2014]. Specifi-
cally, the bipolar orientation of dendrites and the associ-
ated spatial segregation of ipsi- and contralateral inputs 
that is typical of the mammalian MSO and the chicken NL 
have repeatedly been suggested to generate a bipolar elec-
tric field [e.g. Galambos et al., 1959; Schwarz, 1992]. Re-
cently, Goldwyn et al. [2014] showed that, depending on 
the distance from the cell body layer, the neurophonic 
potential with this particular anatomical configuration 
may actually be larger for the out-of-phase compared to 
the coincident arrival of ipsi- and contralateral inputs. In 
a typical test for ITD selectivity, this would lead to errone-
ous assignment of the best ITD, depending on the elec-
trode’s location along the dipole field. We argue that this 
prediction does not apply to our recordings from the 
owl’s caudolateral NL because the morphology of this re-
gion is unique and resembles neither the chicken NL nor 
the MSO, nor, indeed, the medial part of the owl NL 
[Köppl and Carr, 1997]. Neurons in the caudolateral re-
gion are not all bipolar and those that are bipolar do not 
show a uniform orientation; when quantified, only 32% 
of those cells were oriented orthogonal to the lateral bor-

der and 21% were parallel to it [Köppl and Carr, 1997]. In 
addition, the electrode angle in our recordings was 
oblique relative to this predominant bipolar dendritic 
plane, rather than parallel to it, as assumed in the model 
of Goldwyn et al. [2014]. Lastly, as our primary aim was 
to obtain unit recordings from the cellular area of the NL, 
data collection was primarily in close proximity to cells, a 
judgement which was confirmed by the fact that all la-
beled sites were found within the nucleus.

  We carefully compared the responses to ITD and fre-
quency between neurophonic and spike responses ob-
tained in close proximity in this study. We observed an 
increased range of differences between such pairs in best 
IPD and BF at frequencies below 500 Hz, but not any sys-
tematic bias ( table 1 ). This increases the variability of an-
atomical correlations with physiology (since the BF or the 
best ITD of a specific low-frequency neurophonic might 
slightly differ compared to a single unit at the same loca-
tion) but does not principally invalidate neurophonic 
data. Indeed, as observed previously [Köppl and Carr, 
2008; Carr et al., 2009], there were no significant differ-
ences in best ITD, best IPD, CD, or CP between the pop-
ulations of single-unit, multiunit, and neurophonic re-
cordings. Thus, all of the conclusions in this paper are 
consistent with the single-unit data, although they com-
prised a minority of the sample. 

  Evidence for Different Types of Input Delays 
 The distribution of best ITD in the low-frequency re-

gion of the barn owl NL showed the same contralaterally 
leading bias as previously found for the higher-frequency 
regions of the same nucleus [Sullivan and Konishi, 1986; 
Carr and Konishi, 1990; Peña et al., 2001]. In addition, the 
best-ITD distribution within any given frequency band 
appeared homogeneous over its range ( fig. 5 a). This is in 
agreement with previous data on low-frequency respons-
es in the barn owl’s core of the inferior colliculus [Wagner 
et al., 2007]. However, an inhomogeneous representation 
of the ITD has been observed downstream [Cazettes et
al., 2014]. A homogeneous distribution is consistent with 
a Jeffress type representation of the ITD, based on time-
delayed inputs. In contrast, a 2-channel model, based on 
phase delays, predicts some degree of clustering around
a specific ITD value that should decrease with increas-
ing frequency [McAlpine et al., 2001; Brand et al., 2002; 
Vonderschen and Wagner, 2014]. There was clearly no 
clustering in our data, and many values fell near 0. How-
ever, the overall ITD range broadened with decreasing 
frequency – a typical finding in both avian/crocodilian 
and mammalian studies [Carr et al., 2009; Bremen and 
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Joris, 2013]. Such broadening is not predicted by the clas-
sic Jeffress model and has thus been advanced in favor of 
a phase delay system, although this is quite controversial 
[reviewed in Joris and Yin, 2007]. Intriguingly, a recent 
study modeling the developmental plasticity of ITD cod-
ing circuits concluded that a similar frequency depen-
dence of the best ITD range may result for systems based 
on time delays and phase delays alike [Fontaine and 
Brette, 2011]. Therefore, a larger dispersion of best ITD 
at lower frequencies has little conclusive value and is no 
grounds for dismissing a delay line model. 

  A related parameter is whether the data stay confined 
within the so-called pi limit, a theoretical limit for the best 
ITD distribution of a phase delay system [Vonderschen 
and Wagner, 2014] and equal to half the period of the 
stimulus frequency. Theoretically, the pi limit does not 
apply to a pure time-delay system such as the Jeffress 
model, where best ITD should instead be found all across 

the naturally occurring range, irrespectively of the fre-
quency band. Our dataset presented only 3 points outside 
the pi limit, consistent with a phase-delay system and also 
consistent with low-frequency IC data in the barn owl 
[Wagner et al., 2007]. However, as pointed out by Wagner 
et al. [2007], even in a time-delay system, values above the 
pi limit are only expected to occur once the naturally 
heard range of ITD exceeds that limit. At low frequencies, 
this is never the case. Thus, again, the observed data dis-
tribution does not conclusively suggest a time delay or a 
phase delay system. 

  Finally, the stereausis model [Schroeder, 1977; Sham-
ma et al., 1989] is based on cochlear delays and monaural 
inputs to the coincidence detectors that are mismatched 
in the CF. Our data from the low-frequency region of the 
owl NL do not support such an origin of delays, which is 
consistent with previous findings at higher frequencies in 
the NL [Peña et al., 2001; Fischer and Peña, 2009] and in 

a

b

  Fig. 9.  Schematic illustration of the func-
tional topographic axes in the NL relative 
to our standard anatomical axes.  a  Known 
layout for the chicken NL [Köppl and Carr, 
2008].  b  Equivalent hypothetical layout for 
the low-frequency, caudolateral region of 
the owl NL. Both NL are shown as flattened 
projections (see Materials and Methods) 
viewed from above. Rostral is to the top, 
and medial is to the right. Note that the 
folded and medial regions of the owl NL are 
not included and would follow medial to 
the dotted line. Thin lines delineate isofre-
quency bands, and thick grey bars repre-
sent our histological section plane which 
defined the mediolateral axis. Note how 
each section cuts across several isofrequen-
cy bands, such that both a tonotopic gradi-
ent and a gradient in the best ITD will be 
predominantly observed along the medio-
lateral axis.              
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the inferior colliculus [Singheiser et al., 2010]. While we 
did observe CF mismatches between some monaural re-
sponses in the NL, they appeared random and were not 
at all predictive of the measured best ITD ( fig. 4 ). Impor-
tantly, though, these random CF mismatches could ac-
count for a phase delay component indicated by the oc-
currence of nonzero CP ( fig. 7 b), even if they are compen-
sated by a time delay mechanism such as axonal delay 
lines [Day and Semple, 2011].

  Topographic Representations of Frequency and ITD in 
the Barn Owl Caudolateral NL 
 Our labeling data showed the presence of a systematic, 

topographic representation of the ITD in the low-fre-
quency, caudolateral region of the NL, with large best ITD 
located more laterally than ITD close to 0 ( fig. 8 ). Single-
unit recordings suggested an additional topography of 
best ITD along the dorsoventral axis; however, this was 
not significant for the total data population (not shown).

  Regarding tonotopic organization, previous studies 
have found a change in frequency along the mediolateral 
axis of the caudolateral region of the NL [Köppl and Carr, 
1997; analysis of the termination sites of labeled nucleus 
magnocellularis afferent axons]. This is consistent with 
the weak trend observed here and, together, suggests that 
the tonotopic organization in the caudolateral part of the 
NL continues the pattern known from the medial, high-
frequency region [Takahashi and Konishi, 1988; Carr and 
Konishi, 1990]: isofrequency bands run at an angle rela-
tive to the brain’s midline, from caudomedial to rostro-
lateral. This is also the known pattern in the chicken NL 
[Rubel and Parks, 1975; Köppl and Carr, 2008]. Thus, 
there is tentative evidence for a tonotopic organization as 
previously shown for other parts of the NL and other spe-
cies.

  The topography of the best ITD along the mediolat-
eral axis is consistent with a chicken-like organization in 
which a topographic representation of the best ITD has 
been shown along each isofrequency band [Köppl and 
Carr, 2008]. Unfortunately, it was not possible to plot our 
data in an exactly comparable way, i.e. along the isofre-
quency dimension, because of the uncertainties regarding 
the tonotopic axis. However, a topography along the me-
diolateral axis, as found here, is predicted with the present 
plane of sectioning ( fig. 9 ). The tentative topography of 
the best ITD along the dorsoventral axis that we observed 
for single-unit data only is not directly predicted from the 
chicken data; however, the chicken NL lacks this dimen-
sion over most of its extent. Intriguingly, the dorsoventral 
dimension is the main axis of the best ITD topography in 

the owl medial NL [Sullivan and Konishi, 1986; Carr and 
Konishi, 1990]. This is a surprising, tentative similarity 
that warrants further investigation.

  In summary, our data provide strong evidence for a 
topographic representation of best ITD within each iso-
frequency band in the owl NL. Such an organization is a 
hallmark prediction of the Jeffress model. Next, we ask 
whether the physiology of the owl’s low-frequency NL 
further supports a Jeffress-like coding scheme or not.

  Relation of ITD Distribution to the Owl’s Natural 
Range 
 In a 2-channel model of ITD coding, many best ITD 

values are predicted to fall outside the naturally heard 
range of the animal [Harper and McAlpine, 2004; Harper 
et al., 2014], while the Jeffress model predicts all values to 
fall within that range. What is this range for the barn owl? 
Its acoustic range of ITD was measured as ±250 to ±300 
μs, and it was almost invariant over a broad frequency 
range [Poganiatz et al., 2001; von Campenhausen and 
Wagner, 2006; Hausmann et al., 2010]. Estimates derived 
from cochlear microphonics in the closely related grass 
owl agree with these values at high frequencies. In con-
trast, significantly higher ITD ranges, i.e. up to ±400 and 
±550 μs, were found at frequencies <1 kHz [Calford and 

 Table 2.  Estimated natural ITD ranges for the barn owl at different 
frequencies and predictions for the lowest BF of NL units that 
could discriminate these ITD

Frequencya, Hz Maximal ITDb, μs Predicted boundary of
the BFc, Hz

8,000 150 1,525
4,000 165
2,000 233 1,025
1,500 210
1,000 233

700 416 550
500 550 425

 a The 7 frequencies at which ITD were measured using cochle-
ar microphonics in the grass owl T. longimembris [Calford and 
Piddington, 1988]. 

b Read from figure 3 of Calford and Piddington [1988]. The 
head width of the grass owl [42.5 mm in Calford and Piddington, 
1988] is very similar to that of the barn owl T. alba [44 – 48 mm in 
Köppl et al., 2005], so the ITD ranges of the barn owl are likely to 
be similar as well. 

c Median BF above which the peak regions of idealized ITD se-
lectivity curves of NL single units were predicted to resolve the 
respective ITD [fig. 4B of Fischer and Seidl, 2014].
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Piddington, 1988;  table 2 ]. This is a consequence of the 
open, internally coupled middle ears and suggests that, at 
low frequencies, the ITD range actually perceived by the 
owl might be significantly enhanced compared to that 
acoustically measured in the outer ear canal [e.g. Chris-
tensen-Dalsgaard, 2005]. Although it is difficult to pre-
dict exactly what the owl’s ITD range will be at even low-
er frequencies, it can be expected to increase further [Cal-
ford and Piddington, 1988; Larsen et al., 2006]. We thus 
argue that the majority of best ITD reported here fall 
within a plausible physiological range. Whether our larg-
est observed values might still be physiological can only 
be clarified by a more thorough characterization of the 
ITD cues down to these low frequencies. 

  Is ITD Coding in the Owl Different for the Low- and 
High-Frequency Ranges? 
 Our physiological data did not show any significant 

deviation from what has been observed in the higher-fre-
quency region of the barn owl NL, neither in the 800- to 
3,000-Hz frequency range, where the place code model 
may not be optimal any more, nor below 800 Hz, where 
the presence of a population code was predicted by Har-
per and McAlpine [2004]. In fact, the distribution of ITD 
below 800 Hz suggests the presence of a Jeffress-like code, 
since the median of the best ITD distribution at those fre-
quencies, i.e. 280 μs, was well within the physiological 
range of the barn owl. Even the interquartile range, which 
covered the contralateral space from 0 to 750 μs ( fig. 5 d), 
is still a plausible physiological range for the barn owl at 
low frequencies. A model by Fischer and Seidl [2014] es-
timated the minimum resolvable ITD based on the peak 
or slope regions, respectively, of idealized single-unit ITD 
selectivity curves at different BF. Their results suggest 

that the barn owl should be able to use the peaks of ITD 
response curves to discriminate ITD at frequencies lower 
than 500 Hz ( table 2 ). If the slopes had been used, which 
is in principle also compatible with a Jeffress-like place 
code, the boundary BF would have been even lower. In 
addition, we found evidence for a topographic represen-
tation of the best ITD. Such an organization is a hallmark 
of a Jeffress-like delay line model. Taking both anatomical 
and physiological data together, the most parsimonious 
interpretation is that there is no fundamental change in 
organization between the high- and low-frequency re-
gions of the NL in the owl. 

  A likely explanation for the absence of the change pre-
dicted by the optimal code model is that the prediction 
assumed a physiological range for the barn owl based 
only on head size and disregarding the effects of internal 
coupling of the middle ears. This would result in an un-
derestimation at low frequencies, where the internal cou-
pling increases the maximum range of ITD. We conclude 
that physiology, topographic organization, and theory 
support a Jeffress-like place code of ITD in the barn owl 
NL across the entire tonotopic range. The relative role, if 
any, of the low-frequency NL for sound localization in 
the owl is a separate and interesting question for future 
studies. 
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